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ABSTRACT

The goal of this dissertation was to develop a neural network that can be used
to control real-time production processes. In production and nuclear processes, the
monitoring of product quality and the safeguarding of materials are crucial due to
today’s business climate and world events. Complexities in dealing with these two
aspects arise because of observation interdependency and the influence of process
disturbances, i. e. outliers. Unfortunately, the independent and identically distributed
assumption of traditional control chart methods isn’t always applicable. Therefore, the
importance of this research in achieving its goal lies in its ability to apply the neural
network algorithm with simulation approach enhancement to various process control
applications especially those which are autocorrelated.

In achieving this goal certain objectives were met. The first objective was to
select an appropriate neural network architecture for this research. The second objective
was (o investigate the neural network’s ability to interpret contro! chart data. The third
objective was to determine the neural network’s ability to detect process disturbances,
i. e. outliers. The fourth objective was to compare the neural network method against
other process control methods based on the same process data sets. The results of
meeting these objectives indicate the strong potential of implementing the neural
network algorithm with the simulation approach enhancement to real-time on-line
applications.
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Nuclear industry applications were first examined in the research because it is
of critical importance to monitor and safeguard nuclear materials. In Scientific
American’s January 1996 issue, the cover story indicated that approximately two
hundred instances of smuggling nuclear materials out of the former Soviet Union have
occurred. The actual data sets chosen for this research came from a study at the AGNS
Bamwell Nuclear Fuels plant and a report done by the Energy Research and
Development Administration. The neural network algorithm with the simulation
approach enhancement was applied to these data sets. The results were compared
against the results of other control methods (Joint Estimation, Data Bounding, and
Polynomial Smoothing) based on these data sets. The neural network algorithm with
the simulation approach enhancement was found to be equivalent or better than current
methods in the detection of outliers and the recognition of terminal points. Thus, it is
believed that the neural network approach is a strong candidate for use in these
applications.

Production process applications were next reviewed. In production processes
the monitoring of product quality is crucial due to today’s business climate. The actual
data sets chosen for this section of the research came from a process of dyeing woolen
yarn, a process in which pump bore holes are cut into automobile diesei engine blocks,
a continuous sheet-like process, and a transmission parts manufacturing process. The
neural network method with the simulation approach enhancement was applied to these
data sets and the results were compared against the results of the other methods also
applied to these data sets. Again, the neural network algorithm with the simulation
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approach enhancement was found to be equivalent or better than current methods in the
detection of outliers and the recognition of terminal points. Thus, again, it is believed
that the neural network approach is a good alternative for use in these applications.

The dissertation presents the problem statement, the background for the study,
its significance, and a thorough literature review. Next, the simulation computer
program, the data sets used in this research, and the neural network algorithm are
described. The applications and the evaluations of the other control methods used in
this research are discussed. Finally, the importance of the research and possible future
research endeavors are presented.

This addition to process control should provide the control industry and
operating managers involved in production processes or nuclear material processes a

useful tool to confront the events occurring in the world today.
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CHAPTER 1: INTRODUCTION

Chapter Overview

In this chapter, the problem statement is presented along with a basic overview
of the research. The general topic of neural network techniques is described and the
significance of the topic is discussed. The primary focus of the literature review is

explained. Finally, the dissertation structure is established.

Problem Statement

In recent years, neural networks have emerged as an important tool in the
growing area of artificial intelligence. They represent a promising paradigm in
computational technology that enhances many applications. As a result of a model of
the learning process being inspired by the human brain, neural networks can handie
complex tasks efficiently and effectively. Thus, the ground work is in place to
continue research into the theoretical development and the application of this method to
real world problems.

This dissertation investigates the benefits of using a neural network to analyze
data to determine when abnormalities (outliers) occur due to a production process

change or disruption. Currently, production process changes or disruptions are



identified and corrected by process control techniques. In this dissertation, process
control is defined as maintaining the performance of a production process at its ultimate
capability level. The process capability level is the producing of a uniform
quality product (DataMyte Corporation, 1989). At least six techniques are currently
used in industry for process control purposes. These techniques are time series
analysis, Proportional-Plus-Integral-Plus-Derivative (PID), Statistical Process Control
(SPC), Batch Control, Cascade Control, and Statistical Quality Control (SQC).

Time series based control methods have been applied to advance the abilities of
SPC for controlling a process and detecting out-of-control situations (outliers). Alwan
and Roberts (1988), Booth (1984; 1986) and Prasad (1990; 1993) have used time
series models in their research on SPC.

The Proportional-Plus-Integral-Plus-Derivative (PID) controller is important
because it permits the interaction of the proportional, integral, and derivative control
modes (0 maintain a process variable (Shinskey, 1988). The initial settings for the
three control modes are determined by the particular process and any further adjustment
of these settings is done by an operator based on histher own knowledge of the
process. Thus, the accuracy of this control technique can be question because of the
introduction of human error.

Statistical Process Contro} (SPC) is defined as the use of statistical methods,
especially control charts, for analyzing and controlling a production process (DataMyte
Corporation, 1989). This method is further described in chapter two.

Batch control is defined as the use of a controller to maintain a discontinuous
process characterized as having a zero load. Zero load is the period between the

completion of one batch and the start of another batch. If a process variable overshoots



its set point (the controlling value for the variable, example: 95 degrees or 6 pounds of
limestone) during a batch, the overshoot is permanent for that batch until the next batch
is started. To cormrect for this occurrence, Proportional-Plus-Derivative control is
currently being used (Shinskey, 1988).

Cascade Control is a method in which the output of one controller is fed into a
second controller to manipulate its setpoint and can be represented by the following
block diagram. The first advantage of using this technique is that the disruptions in the
secondary controller are corrected before influencing the primary process. Another
advantage is that a secondary controller improves the speed of the primary controller’s
response. A final advantage is that it provides the means for high performance control
in the face of random disturbances and undue phase shift (90 degree lag) in the

secondary controller (Shinskey, 1988).
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Statistical Quality Control (SQC) is the application of statistical methods for
measuring and improving the quality of processes. Statistical Process Control (SPC)
is the application of statistical methods for analyzing and controtling variations in the

process. Therefore, SPC is one procedure employed by SQC to maintain the quality



control of the production process (DataMyte Corporation, 1989).

Neural networks have the potential to provide improvements in production
process control. These improvements are based on neural network properties such as
adaptive learning, real-time operation, the elimination of a required operating expert,
and a quick response to a process disruption. Thus, neural networks have the potential

of providing a highly accurate method for production process control.

Background

This research examines several applications of neural networks in process
control, including important control applications in the nuclear industry. Also, several
neural network methods will be discussed.

The nuclear industry was selected as a prime example of the process control
industry because of the critical importance in controlling nuclear processes (reactors,
material disposal, etc.), providing safeguards, and monitoring nuclear material
inventories. In 1982, Goldman et. al. reviewed the origins and development of nuclear
material safeguards along with the role of statistics. They noted that the formation of
the International Atomic Energy Agency (IAEA) in 1957 was a major breakthrough
concerning nuclear material safeguards. The IAEA was given the mission to
independently verify the quantity of material unaccounted for over a specified period
and establish the limits of accuracy for all nuclear facilities. Also, Goldman et. al.
discussed four common accounting problems which included shipper-receiver
differences, temporarily distributed material balances, spatially distributed material

balances, and data veriﬁcalion. Speed and Culpin (1986) concurred with Goldman et.



al. in their review. They further examined various statistical methods which included
the likelihood ratio, CUMUF test, page test, power-one type test and robust test, and
found problems with them all in dealing with the diversion of nuclear material for
unauthorized use. Speed and Culpin also noted that none of these methods took into
account the cost of a false alamm conceming a diversion. Further, they stated that
Shewhart control charts traditionally used in statistical quality control and time series
techniques proved to be of limited or no real value. Thus, the results of the
examinations on these techniques indicated that a problem exists currently in meeting
the needs of the nuclear industry for safeguarding nuclear material.

In the recent article by B. Hileman (1954) the international crisis concerning the
monitoring and safeguarding of nuclear material in relationship to the break-up of the
Soviet Union and the lack of cooperation by North Korea is discussed. Hileman
pointed out that the National Academy of Sciences (NAS) warns in a current report that
a “clear and present danger to national and international security is posed.” The experts
agree safeguarding and monitoring of nuclear material could be done fairly well in the
U.S. However, within the former Soviet Union and North Korea they believe it is
questionable. The article further presents long and short term proposed disposal
methods. The short term approaches include bilateral monitoring, former Russian
states stopping the production of weapon grade materials, burying, burning, making
glass logs, or U.S. purchasing Russian nuclear waste. The long term goal is to
develop reactors for the disposal of nuclear materials. There are four types of reactors
under consideration for this disposal. They are the advanced light-water reactors, the
modular high-temperature gas-cooled reactors, the advanced liquid-metal reactors, and

the accelerator-based conversion reactors. Presently, the U.S. and Russia have



developed certain bilateral arrangements on nuclear material.

More recently, articles have appeared in the magazines Time and Newsweek
concerning the theft and selling of nuclear material. In the Time article, Nelan (1994)
described examples of stolen nuclear material from Russia being sold in Germany.
The reason given for these thefts is that the nuclear material safeguards in Russia are
being undermined by personnel having their pay reduced, being paid late, or not being
paid at all. The fear expressed in the article is that the buyers of this nuclear material
are either terrorist groups, or more likely, countries like Iran, Iraq, Libya, Pakistan, or
North Korea. However, the real problem is that Russian officials will not admit their
current safeguard methods are seriously flawed. As a resuit the National Academy of
Sciences has developed recommendations to deal with the build up of Plutonium in the
U.S. and Russia. Despite this concem for safeguarding nuclear material, the Russians
are still skeptical of the West as they continue to view their Plutonium as a national
treasure.

New process control techniques are being examined by industry, and neural
networks may have the potential to be extremely important to the nuclear industry. As
a result, this dissertation will examine neural networks to determine if they provide
such a new technique that the nuclear industry and others will be able to use.

An example of the neural network approach is the GRG2 paradigm which in
previous research has demonstrated successful performances (Denton, 1991; Osyk,
1991; and Kang, 1991). In that research, it was found that the GRG2 technique
provided better scalability, faster results, and better quality solutions than other neural
network methods (Subramanian, and Hung, 1991). Then too, it was found in

previous research that the GRG2 technique was superior to an alternate technique,



Back Propagation, not only in amount of time to train a network to arrive at a higher
quality solution, but also in scalability relative to problem size (Hung and Denton,
1991). The exceptional performance of the GRG2 technique was also studied by
comparing three benchmarks (parity, double spiral, and binary encoder). Parity was
used to determine whether an n-vector of binary digits had an odd or even sum. The
result of using this benchmark was that the GRG2 technique was faster and produced a
better quality solution with smaller variability than Back Propagation. The double
spiral benchmark consisted of data points on two interleaved spirals going around the
origin three times. The result of using this benchmark was that the GRG?2 technique
was able to solve a problem that the Back Propagation network failed to solve because
the objective function value fluctuated around 14.99 for several hundred iterations.
The binary encoder benchmark occurs when a set of input patterns are mapped to a set
of identical output patterns by a small set of hidden units. The result of this benchmark
was that the GRG2 technique was able to solve a problem that Back Propagation was
not able to solve because the objective function value did not improve beyond the
17.88 threshold for several hundred iterations (Subramanian and Hung, 1991). Thus,
this study does demonstrate GRG2's significant importance to neural network
techniques. The GRG2 technique is discussed further in Chapter two.

Studying the feasibility of using neural networks for process control is
important inasmuch as they have the potential of providing better methods for process
control. Neural networks have certain advantages that other techniques do not. The
network learns about the current process on its own as well as making adjustments in
tts learning to account for process changes. An overall mathematical or scientific

theory is not important for the neural network to function. The type of product has no



impact on the neural network performance because the network is directly controlling
the process, and thereby indirectly maintaining the product quality. The network
lessens the possibility of human error because there is no necessary intervention or
interaction by a person. It anticipates the abnormalities (outliers) in order to correct for
them within the process because it has the ability to learn and adjust to process changes
without outside interference. It removes the need for trial and error in establishing the
optimum control for the process because it learns the information from the process
itself (Blaesi and Jensen, 1992). In general, neural networks have been seen to be able
to solve the more difficult problems in less time than other conventional methods
(Francett, 1989).

However, there are problems in using neural networks. For example, neural
networks sometimes need a large amount and a wide range of data to develop an
accurate model (Blaesi and Jensen, 1992). Nevertheless, the justification for the study
of neural networks in process control is that there are the potentials for better quality
control, for higher productivity, for improved environmental conditions, for increased
safety capabilities, for achieving the status required by govenmental regulations, and
for decreasing human intervention. Hopefully the goal, to be able to obtain faster and
more complete solutions with neural networks responding 1o a process change, will be

achieved.

Neural Network Technique

At this point, it would be useful to provide a general overview of neural

networks. Initially, neural networks were inspired by biological systems, (See Figure
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1) in particular the human brain, which processes large amounts of information. The
human brain is made up of at least ten billion neurons which are interconnected in a
dense manner. Each neuron can be considered a microprocessing unit with a center
(the nucleus). This nucleus receives and combines signals from various passive input
channels which are called dendrites. If the combined signal to the nucleus is strong
enough, the output channels, which are called axons, will be activated and information
will be transferred. This transfer of information is done chemically and can be
measured by electrical side effects. The axon from each neuron is connected to
dendrites of other neurons by a junction called a synapse. At this junction the transfer
of information relies on the amount of chemical released by the axon and received by
the dendrites. As a result the synapse combined with the neuron form the basic

memory mechanism of the brain (NeuralWare, Inc., 1991).

In the study of neural networks, the component analogous to a neuron is the

processing element (PE) (See Figure 2). The processing elements of the network are
the nodes that have various input paths and at least one output path. Input paths (X,)

are analogous to the dendrites. Each input path is multiplied by a weighted value. The
weighted value is analogous to the synaptic strength. When all modified input paths
reach the node, they are summed. This combination is multiplied by a transfer function

which could be a sigmoid or hyperbolic tangent. The sigmoid function has this form.
f(x)=1/(1 +ex)
The hyperbolic tangent function has this form.

f(x) = (ex - e-X)/(ex + eX)
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The multiplied combination of the input paths by the transfer function is then directly
sent to the output path. This output path (yj) is analogous to the axon which can be
either connected to other nodes as an input via the weighted values, or designated as
the final output (NeuralWare Inc., 1991).

In recent years neural networks have become a popular technique for various
applications. They date back to 1943 when McCulloch and Pitts issued a paper titled,
“A logical Calculus of Ideas in Nervous Activity” (Harston and Maren, 1992:
NeuralWare, Inc., 1991). A more in depth historical review is provided in chapter
two.

Of all the various neural network methods, the connectionist type, multilayer
feedforward network (MFN), is the most widely chosen. This network (See Figure 3)
consists of an input layer, an output layer, and at least one hidden layer. Each of these
layers are composed of nodes. The various nodes are connected together by arcs.
Information enters the input layer nodes. The input layer nodes multiply a transfer
function to the information and then send the resultants via the arcs. These arcs have a
weighted value which modifies the resultants before presenting it to the hidden layer
node(s). The hidden layer node(s) provides the network with the ability to learn
complex information from the input (Touretzky and Pomerleau, 1989; Qin, 1992).
There are three basic types of hidden layer nodes. The first type receives a value from
a single input. The second type receives values from a pair of inputs in the same
direction. The third type receives values from a pair of inputs in the opposite direction
(Malkoff, 1990). When the arcs reach the hidden layer nodes, they are summed. This
summation is then adjusted by a transfer function and this value is sent out via another

set of arc(s). The arc(s) also is modified by a weighted value and is connected to either



12

Output Information

Output Layer

Hidden Layer

Arc

Input Layer

Input Information

Figure 3: The MFN Neural Network

an additional set of hidden layer node(s) or the output layer node(s). The number of
hidden layers is governed by the needs of the application. Finally, when the signals
via the arc(s) reach the output layer node(s), they are summed. The summed signal is
the final output information (Hinton, 1990; Qin, 1992). Other neural network methods
are considered in chapter two.

The neural network technique has two phases. These phases are training and
testing. In the training phase, data is presented to the network to achieve a particular

outcome. The network leans to achieve the necessary outcome by adjusting the
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RESEARCH OBJECTIVES

Short Term
Select an appropriate neural network architecture
Investigate its ability to interpret control chart data
Determine its ability to detect process disturbances (outliers)
Compare neural networks to time series and control chart methods based
on the same process data sets

Long Term

Demonstrate neural network’s capabilities to control an unknown real-
time process

Develop a strategy for implementing the research goal

Table 1: Research Objectives

weighted values associated with the arcs. These adjustments are accomplished as the
network sends the information from the input layer through the hidden layer to the
output layer. When the network has been trained, other data sets are then presented to
test the network’s performance. This testing of the neural network determines whether
the network can function to solve particular applications. This topic will be discussed
further in chapters two and three.

This research investigates the learning ability of neural networks to anticipate
production process disturbances (outliers). The study utilizes data sets from various
industries, but in particular, the nuclear industry for application examples and an
algorithm developed by Denton (1993) as the neural network paradigm. Thus, the
focus of this dissertation is not only to determine whether or not neural networks can

be implemented as a technique for production process control but also whether they can
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be used as an additional element to a nuclear material safeguard system.

Significance

The significance of this research can be seen in its ability to take process control
“one step further into the future.” It attempts to improve the quality control of both the
product and process, allowing for real-time operation, and hopefully also reducing
control cost. The goal of this research was to develop a neural network that can be used
to control real-time processes. To achieve this goal, certain objectives were met (See

Table 1).

By meeting the research goal and objectives, the process control industry is
provided with a much needed tool for the future. A good example 10 demonstrate the
potential of this research is contained in the article by Malkoff (1990). Malkoff
developed a neural network algorithm called STOCHASM for real-time signal detection
and classification. The algorithm along with sophisticated sensor technology has
correctly classified signals embedded in noise and subject to considerable uncertainty
within 500 milliseconds of signal detection. This feature can also enhance other
potential investigations of applying neural networks in industrial applications.
Hopefully, the neural network technique will enable the process control industry to free
people from many of the mundane tasks in process control and allow them to
concentrate on other more important tasks. In addition, the product is improved
because the process is controlled more tightly and the reactions to process variations

are more immediate. In turn, sales potential will increase due to providing a high
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quality product to the customer. Also, cost reduction is realized as industries increase
productivity, while significantly reducing scrap, equipment down time, maintenance,
and even manpower. This dissertation has the potential of providing a truly significant
contribution in the application of neural networks to control real-ime processes.

Finally, it expands the knowledge base of the academic community.

Focus of the Literature Review

An extensive review of the current literature is highly important to lay the
groundwork for developing the dissertation’s direction. The literature review includes
the topics of time series analysis, neural networks, and process control. In planning

the literature review, applications were chosen to demonstrate how these various topics
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Figure 4: The Taguchi Loss Curve
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have been implemented for process control. The most recent literature indicates an
increased use of neural networks in process control. The reason for this interest in
neural networks for process control is the desire for a highly reliable, predictable,
accurate, fault resistant, and responsive method. The process control industry believes
that neural networks have the potential for providing a method to meet these relevant
issues and a basis for a new generation of flexible electronic equipment.

Furthermore, the literature contains many examples of attempts to use neural
networks for process control. These examples include robotics (Xu, Scherrer, and
Schweitzer, 1990; Lee and Kil, 1990), automated inspection systems (Hueter, 1993),
process fault detection and diagnosis (Jokinen, 1991), multi-target tracking
(Kuczewski, 1990), PVC pipe extruder (Smith and Dagli, 1991), and temperature
control (Owens, 1992). In one particular example, Pugh (1991) compared the
performance of neural networks to the traditional X-Bar control charts for various
values of process shift. The data for Pugh’s investigation was generated by a Monte
Carlo simulation. Pugh trained the neural network for various shift conditions. One of
these shift conditions was a parabolically distributed shift similar to the Taguchi Loss
Curve (See Figure 4, Dehnad, 1989; and Tunner, 1990). The probability of the shift
was in proportion to the loss imparted by the shift. As a result of the study Pugh
formulated several conclusions. First, the training of a neural network with muttiple
shifts decreases error and training time. Second, a neural network trained with the
shift contoured according to the Taguchi Loss Curve offered a slight performance
improvement over the traditional X-Bar chart. Third, neural networks can be
developed to approach the performance of standard X-Bar control charts in terms of

Type L error. Finally, they can be created to out perform these charts in terms of Type
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I1 error (Pugh, 1991).

Dissertation Summary

In the introduction, an overview of the dissertation is presented which
incorporates the problem statement, the background for the dissertation, its
significance, and the focus of the literature review. In the second chapter, an extensive
review of the current literature is provided in order 10 probe the aspects of neural
networks, time series analysis, and process control. The literature review deals with
items such as definitions, techniques, applications, and a comparison of topics. The
third chapter presents an analysis of the various data sets used in the research, an
overview of a simulation computer program, and a review of Denton’s algorithm along
with the methodological design to be used to perform the study. The fourth chapter
summarizes and evaluates the results from various methods based on nuclear material
data sets. Chapter five summarizes and evaluates the results from various methods
based on production process data sets. Also, in chapters four and five a comparison
of the results from the neural network technique and other various techniques is
discussed. The final chapter discusses the importance of the research results and

possible future research endeavors.



CHAPTER 2: LITERATURE REVIEW

Chapter Overview

This section of the dissertation presents an in depth examination of current
literature covering the topics of time series analysis, neural networks, production
process control, and their relationships. Each topic is explored with respect to
pertinent definitions, methods, and applications. Further, the topic of outliers is
reviewed along with their impact on time series methods. A summary of the historical
development of neural networks is included to provide an understanding of this topic.
The areas of neural networks and time series are compared in terms of their ability 10
learn and help in decision making. Process control is examined to consider the use of
time series and neural network methods including some representative applications.
During this investigation, it was determined whether or not neural networks were better
suited for process control than standard control chart or time series methods, for neural
networks do possess certain advantages over these methods. The advantages are their
ability to adapt to process changes and to learn as the process is operating. Finally, the
nuclear industry is examined along with the relevant issues and applications. This
industry was selected as a typical process control industry in order to perform analysis
on data sets by neural networks and determine if neural networks could be used as

an important safeguards method.
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Time Series Methods

Definition

Time series analysis provides a method or model! that can be used for analyzing
historical data on particular variables in order to extrapolate them into the future
(Bowerman and O’Connell, 1979). It is the basic strategy for many forcasting
techniques that rest on the assumption that the data pattern identified will continue into
the future. Bowerman and O’Connell (1979) in their book defined a time series as “a
chronological sequence of observations on a particular variable.” As a result, a time
series does its forecasting without taking into account the relationships between the
inputs and the outputs (Makridakis, Wheelwright, and McCree, 1983). Makridakis,
Wheelwright, and McCree (1983) provided two good arguments for treating time
series forecasting as a black box. “First, the system might not be understood, and
even if it was understood; it may be extremely difficult to measure the relationships
assumed to govern its behavior. Second, the main concern may be only to predict
what will happen and not to know why it happens” (Suh, 1991). Thus, one difficulty
with time series analysis is that the method or model which best fits the past data
pattern might not necessarily provide the best forecast. The reason for this flawed
forecast is that the data pattern did not continue into the future.

Time series approaches can be classified into two methods, 1) univariate
(extrapolation or projection) where forecasts are based only on past observations of a
given series and 2) multivariate (or causal) where forecasts are based partly on

observations of other explanatory vanables (Chatfield, 1988). The univariate method
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is useful when conditions are expected to remain the same. However, this method
does not perform well when forecasting the impact of changes in management policies.
On the other hand, the multivariate method is advantageous to the business world
because it allows management to evaluate the impact of various altemative policies.
Nevertheless, the method does have several flaws. First, it is difficult to use. Second,
it requires historical data on all the vanables including the variable to be forecasted in
the model. Finally, the method depends on the forecaster’s ability to accurately predict
future values of the independent variables. Regardless of the disadvantages
mentioned, the multivariate method is used quite often to generate predictions
(Bowerman and O’Connell, 1979). The paradox is that the multivariate method is not
as good as the univarniate method in theory or in practice (Chatfield, 1988).

For many years, time series forecasting was based on the decomposition of
trend, cyclic variation, seasonal variation, and irregular fluctuation. Decomposition of
trend demonstrates the upward or downward movement of a variable over a period of
time. Cyclic variation represents the recurring up and down movements around trend
levels. Seasonal variation is a periodic pattern that will be completed within a calendar
year and then repeats yearly. Irregular fluctuation consists of the erratic movements in
a time series that follow no recognizable or regular pattern. These factors can occur
individually, in any combination, or all together in a time series analysis.
Consequently, there is no one time series method or model that is best suited for every
situation. However, the selection of the appropriate time series technique should be
based on the available data and the study objectives (Bowerman and O’ Connell, 1979).

In 1991, Hwarng and Hubele (page 884) applied Back Propagation to classify

the six above mentioned control patterns. What they found was that a neural network
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classifier with binary input and output worked well enough to serve as a supplement to
traditional control charts. Smith (1993) extended the research in this area by
considering a single model of a simultaneous X-bar and R chart along with location
and variance shifts. He developed an experiment (o train a neural network using a
reasonable subgroup size of 10 to recognize a shift in a controlled process and to
determine whether the mean or variance had changed. As a result, Smith was able to
demonstrate the compatibility between neural networks and Shewhart X-bar